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1. Abstract 
 

Bioinformatics is a scientific field that combines biology and information 

technology for the purpose of developing tools that identify genes and proteins for 

medical and biotechnology applications. In the last decade, there has been an enormous 

increase in the study of biological sequences. Analyzing biological sequences requires 

matching a set of protein sequences composed of unknown properties with the protein 

sequences whose properties are well known. This project proposes a promising algorithm 

that offers an alternative approach to the problematic process of aligning and matching 

longer biological sequences.  

  
2. Introduction 
 

Bioinformatics is “the field of science in which biology, computer science, and 

information technology merge to form a single discipline. The ultimate goal of the field is 

to enable the discovery of new biological insights as well as to create a global perspective 

from which unifying principles in biology can be discerned.”  [1] There are several 

objects of interest in bioinformatics such as the Genome sequences (DNA and protein 

sequences) and the Macromolecular structures (a structure in which all of the atoms are 

linked by chemical bonds as a unit). One of the important tools in bioinformatics is 

sequence alignments. A variation of the sequence alignments is called the multiple 

sequence alignments. The multiple sequence alignments identify the conserved regions of 

the biological sequence that can have major medical or biological importance. The theory 

of evolution shows that all living creatures are descended from a common ancestor by a 

process known as mutation. The principal non-experimental method of tracing biological 

history is an example of multiple sequence alignment. Sequence alignment is a method of 
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writing one sequence on top of another in a way that shows how mutation occurs during 

evolution. These changes are known as insertions (inserting amino acids to the second 

sequence) and deletions (the process in which nucleotide pairs are removed from a gene 

which is denoted with a gap). In our work different combinations of insertions and 

deletions are called actions.  

3. Background 

 The methods used to align biological sequences are based on solving a 

minimization problem (cost) or a maximization problem (score). In this project, a Scoring 

Markov decision model is used to calculate the probability matrix of the alignment. The 

resulting matrix is used to solve a minimization or a maximization problem. A Markov 

chain is a random process consisting of states that can change with time. One of the 

Markov Chain’s properties is that it is memory-less, meaning at time n+1 it has no 

memory of the previous states at time 0, 1, ..., n-1.  In a Markov chain, the probability of 

traveling from one state to another is important. Thus, a matrix that consists of these 

probabilities is called Markov chain matrix where each row and column is labeled with 

state numbers.  

 Two properties are extremely important in building the Markov chain. The first is 

that the probability of traveling from one state to another should be greater or equal to 

zero. The second is that the summation of probabilities of traveling from one state to all 

other states should be equal to one. These properties can be formulated as shown in 

below.   
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Markov Chain properties: 

•                                                                                                              (1) 

•  

   

 The method of aligning sequences used in the algorithm uses Linear 

Programming. Linear Programming is a method to minimize or maximize a linear 

function of one or more variables. The solution must satisfy certain equations or 

inequalities called constraints. We obtain alignments by solving a linear programming 

problem derived from the Markov chain decision model. The Markov decision model is a 

process used to define the next state’s action in a particular time. After the observation of 

the state of the process, an action must be chosen for the next state. Moreover, if the 

process is in state i  at time n and action a is chosen, then the next state of the process is 

determined by the probability of the present state and subsequent action as shown in 

equation (2). 
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Furthermore for each action a, the two properties stated in equation (3) and (4) should 

hold. 
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4. Algorithm and Implementation 

 The algorithm proposed in this paper is based on the Markov decision model 

which creates probability matrices used to set up the linear programming problem. 

Because we focus on aligning three sequences, there are eight different possibilities of 

combining gaps and letters. A gap is represented as ‘0’  and letter is represented as ‘1’ . 

Moreover, these different possibilities are numbered for ease of reference to the actions 

as shown in Figure 1.  

 

0   0   0   0   1   1   1   1 

  0   0   1   1   0   0   1   1   

  0   1   0   1   0   1   0   1 

     a =     1            2          3           4         5          6          7          8 

Figure 1 

Each column of the aligned sequence represents a state and is defined by a number as 

shown in Figure 2.  

      

8313121110987654321    :Number State  

                            

VGQETTVLGHGL

VGQETPTVLGHGL

SWLGLWLLLQSM

−−−
−−

−−−

             

Figure 2 

For example, assume that we want to align the sequences stated in figure 3. 

M

PM

LVGQLLPM

−−−−−−−−
−−−−−−−

−

 

Figure 3 
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The first step is to assign the state number to each column of our sequence. Figure 4 

shows the assigned states for the sequences in Figure 3. 

 

876544321

M

PM

LVGQLLPM

−−−−−−−−
−−−−−−−

−

 

Figure 4 

 

Each state represents an action, which is defined by the algorithm. For the example 

mentioned in Figure 3 the algorithm defines the actions of each state as described in 

Figure 5. 

842222221

M

PM

LVGQLLPM

−−−−−−−−
−−−−−−−

−

 

Figure 5 

 

The following formula calculates the frequency of transition from a particular 

state to other actions.  

),(

),,(
)(

ain

ajin
aPij

= , where a denotes the action, i represents the initial state, and 

j  is defined as the final state.  
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In case of the example shown in Figure 3 above, the algorithm creates a matrix shown in 

Figure 6, where includesi , j ,a , Pij
, and )(aPij

 which is calculated using the above 

formula.. 

81187

41176

21165

25.0154

25.0144

21143

21132

21121

)( aaji PP ijij

 

Figure 6 

These frequencies are stored in a matrix and will be used to solve a maximization 

linear function as shown in equations (5) and (6) below. 

               (6)

 
 

 

y
ja

measures how often from state j one should choose action a when there is a 

maximum total score b j
the initial distribution of states in the Markov Chain is set to 

ajall

a

ajR

y

Pyby

y

y

ja

iji a iajj ja

ja

j a ja

,,0

)(.2

1

1
.1

:sConstraint

),(maximize

j a

≥

+=
−

=

α
α



 9

1/m where m is the number of states in the sequence. )(aPij
is the calculated frequency 

in Markov decision model associated with action a.  ( , )R j a  represents the score of 

transition from state j to another state with action a.  

As observed in the equations (5) and (6) above, the linear programming function 

consists of two constraints. However, the first constraint can be derived from the second 

constraint. Thus, it can be assumed that the problem has only one independent constraint.   

To solve this linear programming, we are required to produce a matrix 

for )(aPij
 This matrix can also be denoted as accumulation of different frequencies for 

each action as shown in Figure 7. 
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Figure 7 

 Therefore, in the above example, the algorithm creates a )(aPij
matrix with the 

result shown in figure 6. Figure 8 represents part of the )(aPij
 for the previous example. 
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 Figure 8 

 As stated above, b j
 the initial distribution of states in the Markov Chain is set 

to 1/m where m is the number of states in the sequence. In the above example the number 

of states is 20. Figure 9 shows the initial distribution. 
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�
�

�

�

=

125.0

125.0

125.0

125.0

125.0

125.0

125.0

125.0

b j

 Figure 9 

There are two different types of sequences used for testing the algorithm. The first 

sequences uses letters and gaps as shown in Figure 10. 

SAWLGLRSLSPSLFSLAM

AAVQQWVLANWM

ALLHHLRPLGWHLTLFAETLEM

−−−−−−−−−−−
−−−−−−−−−−−−−−−−−

−−−−−−−

−
−
−

    

Figure 10 
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According to the type of sequence that is being processed, different score values 

are calculated. The score of a state is not permanent; however, it depends on a transition 

to different actions.  

In the set of data shown in Figure 10, a pair of sequences is selected and then the 

score from Blosum62 (which is a generally accepted table for scoring pairs of amino 

acids) is selected. According to the action, if there is a deletion, a deletion penalty, d 

would be deducted, and if there is an extension with gaps, an extension penalty, e, would 

be deducted. The following procedure is repeated for each sequence, and the result of the 

following calculation is divided by the number of sequences that are being aligned as 

shown in equation (7) and (8).   

 
Example:  Alignment of three sequences 
 
 

=�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

−
−

)

0

0

0

,(

M

R [Bl (-, - ) – e  – e + Bl (-, M) – e – d + Bl ( -, M) – e – d ]/3      (7) 

 
 

 =�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

)

1

0

1

,(

M

M

M

R [ Bl ( M, M) – d + Bl ( M, M) + Bl (M, M) – d]/3                    (8) 

The second set of data contains letters, gaps, and question marks as shown in 

Figure 11. The question mark symbol in a sequence represents the effect of an insertion 

or deletion at the beginning of a DNA sequence. This effects the translation into protein 

at those positions.  
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Figure 11 

The score for data with a question mark is calculated with equations (9), (10), and 

(11), where f is the penalty of having question mark. 

 

   
C( letter, ? ) = Bl ( letter, - ) – f 

 
C ( -, ? )  =  – ( f + d)               (9) 

 
C ( ?, ? ) = – 2f 
 
 
Example:  
 

=�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

)

1

0

1

,?(

M

M

R [ Bl (M, - ) – f – e + Bl (M, M) + Bl (-, M) – f – e ]/3            (10) 
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1
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(R [ C ( ?, ? ) – d – d + C ( -, ?) – d – e + C (- , ? ) – d – e ]/3       (11) 

 

 This algorithm uses equations (7), and (8) to calculate the scores of each state. 

The score results for action 1 using the sequences in Figure 3 are represented in Figure 12 

below. 

 

?????

???

?????

KKGAKVASKTV

KGAKQAKQASKTV

KKAAKQAAKTV

−−
−−
−−
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−
−
−
−
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=

333.35

667.37

667.38

667.38

667.38

667.38

667.38

333.36

)1,( jR  

Figure 12 

 

Since Matlab’s solves minimization problems, we insert a negative sign in front 

of the maximization function to solve for minimization problem.

The goal to be achieved is to determine what insertion/deletion pattern should be 

chosen for the next column given state i.  Therefore, the probability of choosing action a 

in state i is calculated as shown in equation (12), and is denoted as )(a
i

β .  

           (12) 

 

        

 

 For example Figure 13 shows a section part of they
i2

, which is a part of the 

linear programming solutions for action 2 of sequences shown in Figure 3. 
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0148475.1

014068.5

0168894.4

12837.0

13495.0

13156.0

13125.0

125.0

2

e

e

e

y
i

 

Figure 13 

′ ′a ai
y  is the summation of Linear Programming solutions on state i over all 

possible actions a′ .  The set of all )(a
i

β  is called a policy. 

 By using theses policies, the suggested action from this algorithm is chosen. The 

results of these policies are stored in a matrix where the columns represent the actions 

and the rows represent the states. Furthermore, for each state if )(a
i

β  = 1 for some 

actiona , then action a  would be chosen as the suggested action. If 0 < )(a
i

β  < 1, then 

an interval method would be used to select action a with probability )(a
i

β . A random 

number would be chosen in the interval method. Furthermore, the action whose number 

is greater and is closest to the random number would be selected for the next action. 

 Figure 14 demonstrates the policy result from the algorithm with figure 3 sample 

set. 
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88

87

46

25

24

24

23

22

21

PolicyState

 

Figure 14 

 

 Subsequently, the alignments that result from the suggested actions were 

compared with the alignments obtained by using the CLUSTALW method. These 

comparisons are done on the same set of sequences so this is just a test of how consistent 

the algorithm is with CLUSTALW. The purpose of this project is to discover a new 

algorithm which consists of the same result as CLUSTALW to be used in a longer set.  
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5. Result 

 The algorithm has been tested with Honghui Wan data set on the first 40 

sequences. The sequences have been aligned with CLUSTALW with a length of 100. 

This set of data is derived from protein cytochrome p450. The range of extension penalty, 

e, for the test was as 2 to 10 insteps of 2. The deletion penalty, d, had the same range and 

0 ≤ α ≤ .9 in steps of .1. A few of examples are described below. 

 The following is the result observed from the data set with e = 2 (extension 

penalty), d = 4 (deletion penalty), and α  = 0.5. The final result of this algorithm is a 

matrix that includes the state number with the corresponding suggested and actual action 

for each of the states. 

 Figure 15 shows the result of this algorithm for sample data shown in Figure 3. 

888

887

446

225

224

224

223

222

221

ActionActualActionSuggestedState

 

Figure 15 

 

The results of the algorithm are represented with symbols for ease of reference. In 

Figure 16, ‘* ’  represents the discrepancies and ‘–’  represents that the suggested and 

actual sequences matched each other. This means that the result from the algorithm was 



 17

consistent with the result achieved with CLUSTALW. In this example the discrepancy is 

equal to 2 since one of the states have been repeated two times.  

DYFTYTWALI

HTYWVHRVL

RALLWSAGVL

LKATWVVVVA

LLLLWPSAAM

GLLTWVVFLV

PWLGLSSLSL

QCLGTWSLIH

QPM

SLVGQLLPM −
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−
−

−−−−−−−−−−

 
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−*

 

FTCALSQTYLLGEESSHILG

FTQVLEDVHQLGEETSQMQG

YTASMQTSNKLGEETPTI

LHGLFWNRKPPQPFCRLRCCN

LHGFLWSNAHPKNFCSLR

−−

−−−−−−−−−
−−−−−−−−−−−−

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

 
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− **

 

Figure 16 

Another example of the sample data with the same extension and deletion 

penalties is shown below. The discrepancies is also 2 in this example. 

RKKSLYIQTAKLLVALLCLL

DRRKALLTALKYVVAVLCLL

DYFTYTWALIRALLWSAGVL

AAVQQWVLANWM

ALLHHLRPLGWHLTLFAETLEM

LLLLWPSAAMPWLGLSSLSLQPM

−−−−−−−−−−−−−−−−−−
−−−−−−−−

−−−−−−−

 
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ***

 

HSQTWNVLLDLDKGDRRIQD

YQKTWAMLTDFDTGDQKFEL

FTCALSQTYLLGEESSHILG

VNGLLEHRPPGPFQELIREQ

VHGFLWHTPPGPFDEYSRFV

LHGLFWNRKPPQPFCRLRCCN

−−−−−−−−−−
−−−−−−−−−−
−−−−−−−−−

 
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− *

 

 The second set of data that the algorithm has been tested upon is the data supplied 

by Dr. Arlin Stoltzfuss of the Center for Advanced Research in Biotechnology at the 

National Institute of Standards and Technology. This set of consists of aligned proteins of 

species used in a study of protein evolution. The data set is aligned according to 

CLUSTALW. The range of extension penalty, e, for the test were 2 to 10 with insteps of 
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2. The deletion penalty, d, had the same range and 0 ≤ α ≤ .9 in steps of .1 as describe in 

the sample data above.  

The result of three of the sequences from the data set with e = 2, d = 6, andα  = .1 

with discrepancies = 3 is shown below. 

 

PFEQFAEACMPKSPVLMVIA

PYDQFSEVCLPKSPVLEAMM

AYDNFVEVCMPKQPVMRVMA

ADGSKISKPNEETTKGNRRDCKEKIDAFK

SKGNKVIDPNERLVKGTRKDMESMIKEFK

ADGSKISKPNKELEKGSRRDIKSEIEAFK

−
−
−

 
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

 
 

????

????????????????????

?????

????

KKKQAKEAAKTVKG

KKAAKAAAKTVKG

AADKFTVAKIVGVAVTQRMDRVAFRGLP

KARVTSKIIGVAVTQRMDRVAFRGLP

AGGDKKTVAKIIGVAVTQRMDRVAFRGLP

−−

−−

−−

−

 
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− *****

 
 
 Another result from the same data set with e = 2, d = 6, and α  = .1 with 

discrepancy of 2 is shown below.  

 

PFEQFSEVCLPKSPVLVTIA

PYESFTEVCMPKTPILKVMA

PYASFTEVVMPKTPIMKVFG

ADGSKIAKPETETTKGTRRDCKEKIESFK

ADGSKVFKPEEEIVKGTRRDNKSLIEQFK

ADGNKLFKPEKELEKGSRRDIKTLIEAFK

−
−
−

 
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− *

 

????

???????

?????

KKKQAKEAAKTVKG

KKKL

KGGKKAASKTVKA

STTEKFNVSKIVGVAVTQRMDRVAFRGLP

EKKEVVKIVGVAVTQKMDRVAFRGLP

GSPDKKEVSKIVGVAVTQRMDRVAFRGLP

−−
−−−−−−−−−

−−

−
−−−−

−

 

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ****
 

 

 



 19

6. Related Works 

 As mentioned in the background section on page [4], the methods used to align 

biological sequences are based on solving a minimization problem (cost) or a 

maximization problem (score). The propose algorithm is based on solving the 

maximization problem, also known as dual. However, there exists another method which 

is called primal where the linear function solves a minimization (cost) problem as shown 

in (13) below. 

1 1 2 2

Minimization

....

Constrain

( ) ( , )

0

n n

iji j
j

i

a C i a

b u b u b u

u uP

u

α

+ + +

− + >= −

>=

                               (13) 

 

 The result of multiple sequence alignments using the dual method on the 40 sequences 

from the Honghui Wan set, each with a length of 100, shows improvement.  

 For example, Figure 17 shows the result of the discrepancies of the algorithm for 

the data set. The discrepancy is 2. However, with the same set of data, the result of 

discrepancies from primal problem is 3, as demonstrated in Figure 18. 

 

SAWLGLRSLSPSLFSLAM

AAVQQWVLANWM

ALLHHLRPLGWHLTLFAETLEM

−−−−−−−−−−−
−−−−−−−−−−−−−−−−−

−−−−−−−

−
−
−

 

−−−−−−−−−−−−−−−−−−−−−−−−−−−− **
 

Figure 17 
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SAWLGLRSLSPSLFSLAM

AAVQQWVLANWM

ALLHHLRPLGWHLTLFAETLEM

−−−−−−−−−−−
−−−−−−−−−−−−−−−−−

−−−−−−−

−
−
−

 

−−−−−−−−−−−−−−−−−−−−− *********
 

 Figure 18 

  

 Figure 19 demonstrates another example of the result of our algorithm and Figure 

20 demonstrates the result of the primal problem. 

 

−−−−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−−
−−−−−−−

−

**

ALLHHLRPLGMHLTLFAETLEM

LLLLWPSAAMPWLGLSSLSLQPM

GLLTWVVFLVQCLGTWSLIHSLVGQLLPM

 

      Figure 19 

 

−−−−−−−−−−−−−−−−−−−−−−−−−

−−−−−−−−
−−−−−−−

−

*****

ALLHHLRPLGMHLTLFAETLEM

LLLLWPSAAMPWLGLSSLSLQPM

GLLTWVVFLVQCLGTWSLIHSLVGQLLPM

Figure 20 
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7. Conclusion  

 Sequence alignment is based on biological evaluation. Alignment is a tool for 

discovering the biological function of genes and proteins, and is important for 

discovering genetic and DNA related diseases. The proposed algorithm is a new approach 

in the multiple sequence alignment that uses Markov decision model to solve a linear 

maximization problem. This algorithm establishes more improved results than primal 

problem since it generates fewer discrepancies. The algorithm can still be improved to 

produce more improved result which are consistent with CLUSTALW. 
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