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Abstract

The introduction of Transformer networks in computer
vision has resulted in rapid progress of deep models in
a variety of vision tasks. These performance gains are
strongly tied to the core component of Transformers, namely
self-attention that enables such models to capture impor-
tant long-range spatial interactions. While several methods
have been developed to improve the efficiency or model-
ing capacity of Vision Transformers, most of them rely on a
feedforward architecture where lower-level features are se-
quentially processed to form higher-level features that con-
tain semantically-rich information. Such a design is pro-
hibiting and inefficient as the network is unable to use the
already learned high-level features to better extract rele-
vant information from the lower-level features. The hu-
man visual system (HVS) in contrast relies on a series of
feedforward and feedback connections to efficiently pro-
cess visual stimuli. In this work, we propose a Adaptive
Gated Attention Block which adds lightweight top-down
and bottom-up connections to enhance information flow be-
tween features at different levels. In addition, our mod-
ule is flexible and can be integrated with both local and
global-attention based methods. Experiments on bench-
mark datasets demonstrate that our Adaptive Gated Atten-
tion Block consistently outperforms existing state-of-the-art
with a negligible increase in parameters and FLOPs.

1. Introduction
The inception of Transformers [40] has revolution-

ized the field of deep learning for a variety of problems
ranging from natural language processing (NLP) to com-
puter vision. While much focus has been placed on us-
ing Transformers for NLP tasks, there has been a recent
widespread effort to transfer these advances to the vision
field [3–5, 9, 13, 16, 20, 39, 41–45, 49]. The first major
breakthrough in this effort came from Vision Transformer
(ViT), which demonstrated incredible results in image-
classifications tasks using a purely Transformer architec-
ture [8]. Inspired by this, many papers proposed different

Transformer-based architectures and applied them to a di-
verse set of vision tasks including fine-grained classifica-
tion, object detection, and semantic segmentation.

While these approaches have focused on improving the
efficiency and modeling capacity of the core self-attention
mechanism, they still mostly utilize a bottom-up architec-
ture. This design limits information processing to one di-
rection where the model learns to aggregate lower-level fea-
tures to form semantically-rich high-level features. In con-
trast, the human visual system (HVS) utilizes a combination
of feed-forward, feedback, and lateral connections to pro-
cess information [18]. The feedback connections are cru-
cial for efficient processing as they allow the HVS to con-
textualize raw sensory inputs and better focus on objects
of interest [22, 47]. Such top-down processing is critical
for scenes that contain occlusions or many distracting ob-
jects [11, 12, 27]. In these settings, the HVS can employ
high-level information to adaptively select and combine rel-
evant features from both the top-down and bottom-up sig-
nals [6, 15, 22, 23].

There has been considerable effort to translate these ca-
pabilities to deep vision models [1, 2, 10, 28, 29, 32–34, 38].
A common strategy that has been used is separating the
propagation of bottom-up and top-down signals into two
separate networks which are then trained iteratively [10,32].
These have then been extended to include lateral connec-
tions between the bottom-up and top-down networks often-
times by concatenating features from both layers and pro-
cessing them with a 1 × 1 convolution [29, 34]. More re-
cently, in [28], a recursive top-down module is introduced
to propagate multi-scale and top-down feature information
across the network.

In order to address this limitation, we introduce a
lightweight module to add top-down and bottom-up connec-
tions. The core component of this module is our Adaptive
Gated Attention Block which is responsible for the gener-
ation and propagation of top-down information. First, top-
down attention maps are generated from the low-level and
high-level features. These attention maps are then used to
modulate the low-level features via a gating mechanism. Fi-
nally, we feed the gated low-level features to a Transformer

1



block to obtain refined features at each scale. These features
are then processed for downstream tasks. This module is
then easily extended to incorporate bottom-up connections
by simply adding the gated low-level features to their cor-
responding high-level features.

Our Adaptive Gated Attention Block is easily integrable
to different backbone Vision Transformer architectures.
In this work, we apply our module to the PvT-v2 back-
bone [42]. Furthermore, we demonstrate the efficacy of
our proposed module for the image classification task us-
ing the ImageNet dataset [7]. We find that adding our
Adaptive Gated Attention Block boosts classification per-
formance while adding a negligible number of parameters
and FLOPs.

2. Related works

2.1. Vision Transformers

Convolutional neural networks have been the de-facto
method for approaching general vision tasks [14, 19, 21, 30,
31, 35]. The development of ViT [8] though has show-
cased the potential for Transformer backbones to further
improve performance. The seminal work proposed split-
ting an image into fixed-length patches and feeding them to
a sequence of Transformer layers and demonstrated the ef-
ficacy of a pure Transformer architecture for vision tasks.
One caveat, however, is that ViT requires much more train-
ing data compared to CNNs.

Since then, there have been several methods that have
been proposed to improve the Vision Transformer design.
Many of these works focus on integrating a hierarchical
structure into the Vision Transformer architecture [9,24,41].
Another avenue of work has been centered on applying the
inductive biases of CNNs to Transformers [5, 24, 39, 43,
44, 49]. In an orthogonal direction to these works, there
has been a considerable effort to develop more efficient
Transformer blocks by addressing the quadratic complex-
ity of self-attention. Specifically, works such as ReST [49],
PVT [41, 42] and MViT [9] utilize global self-attention,
while [13, 24] apply local self-attention. [4] aims to com-
bine both global and local attention for improved context
modeling.

Our work can also be considered as a method for improv-
ing hierarchical and multi-scale processing. Swin, PVT, and
MViT [9, 24, 41] are some of the first works to propose
breaking up the stack of Transformer layers into stages,
where at each stage the spatial and channel dimensions
are reduced and expanded respectively. Cross-ViT [3] ex-
tends this idea further by enabling feature-level interactions
across different image scales. It does so by employing two
parallel streams for processing smaller and larger image to-
kens respectively and then using a cross-attention layer to
fuse information from both scales.

The Adaptive Gating Attention Block is inspired by
CoaT [44]. Rather than using parallel streams, CoaT pro-
poses a co-scale mechanism that allows for feature inter-
actions across different scales. This allows for both local-
global and global-local modeling. This mechanism is im-
plemented via a Parallel Block that effectively adds fea-
tures between each stage and then processes them with a
Transformer layer. While this module provides the model
with both lateral and top-down connections, it is limited
in its ability to selectively modulate features at each scale.
A concurrent work [20] similarly works to integrate fea-
tures across each stage via concatenation and thereby uti-
lizes both local and global features for the final classifica-
tion prediction. Our Adaptive Gating Attention Block dif-
fers from these two works by instead using a gating mecha-
nism to fuse and modulate features across scales rather than
addition [44] and concatenation [20].

2.2. Top-Down Attention

Our work is part of a long line of research aiming to in-
troduce feedback connections in deep models. [2] is one of
the first works applying feedback connections to CNNs. It
realizes this via an iterative process where the model alter-
nates between using its feedforward and feedback connec-
tions. While the feedforward layers compute the predic-
tions, the feedback layers route the high-level information
to the lower-level features. The low-level neurons that are
directly relevant to the target predictions are more highly
activated. In a similar vein, [29] utilizes top-down connec-
tions to refine initial predictions made from the bottom-up
network. [34] further extended the concept of top-down
modulation for the object detection task by introducing a
lateral and top-down network to generate ROI proposals.
Top-down feedback has been utilized for other vision tasks
as well including crowd-counting [32] and visual question
answering [1]. More recently, [28] integrates bottom-up and
top-down interactions across multiple scales via a recursive
module that takes in inputs at different image scales and
propagates attention features across the network stages.

Our gating mechanism is inspired by [38]. In this work,
a two-stream network is proposed for boundary detection
and semantic segmentation. The first stream produces con-
tent features and the second stream produces shape features.
The low-level shape features are then gated by the high-
level content features using the introduced Gated Convo-
lutional Layer (GCL). Additionally, the integration strat-
egy of our gating mechanism resembles [17]. This work
proposes using propagator and modulator gates to gener-
ate and implement top-down attention along each stage of
the bottom-up network for segmentation task. There are key
differences between these works and our gating mechanism.
First, rather than simply using spatial attention, we also in-
troduce a channel attention mechanism to gate specific low-
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level information such as textures and edges. Next, our
block can be integrated without introducing extra recurrent
connections which greatly increase FLOPS.

3. Method
3.1. Self-Attention Revisited

The core component of the Transformer is self-
attention [40]. First an input sequence of features X ∈
RN×d is projected into query, key, and value embeddings.
These vectors can be represented as XWq , XWk, and
XWv ∈ RNxd where Wq , Wk, and Wv ∈ Rd×d are projec-
tion matrices. [40] then formulates self-attention as:

A(X) = softmax
(
QKT

√
d

)
V (1)

Intuitively, the attention mechanism calculates the simi-
larity between query features and key features and then
reweighs the value features accordingly. The queries can
thus be considered to capture what is needed to be com-
pared, the keys contain the information to be matched
against and the values represent the information to be se-
lected and propagated downstream.

3.2. Adaptive Gated Attention Block

The Adaptive Gated Attention Block performs two key
tasks. First, it modulates low- and high-level features via
top-down gating and bottom-up residual connections re-
spectively. Second, it feeds the refined features to a Trans-
former layer to further mine contextual information. The
overall architecture is shown in Fig. 1.

3.2.1 Top-Down Gating Module

We first discuss the design of our top-down gating mod-
ule, which is inspired by [38]. Given a pair of low- and
high-resolution features (Xl, Xh), where Xl ∈ RCl×Hl×Wl

and Xh ∈ RCh×Hh×Wh , we first obtain spatial and chan-
nel attention maps for the low-level features. To compute
the spatial attention, we generate a compact representation
of the high-level features via a 1 × 1 convolution to obtain
X ′

h ∈ R1×Hh×Wh ; we then upsample the feature map and
concatenate it with the low-level features and process it with
another 1 × 1 convolution to generate Aspa ∈ R1×Hl×Wl .
We then normalize this with the tanh operation to obtain the
final attention map. The formal equation is as follows:

Aspa = tanh(C1×1(Xl||X ′
h)) (2)

To generate the channel attention map, we concatenate
the low-level features and high-level features and apply
average-pooling to aggregate information in the spatial di-
mension. We then feed this fused feature to a 1 × 1 convo-

lution to obtain Acha ∈ RCl×1×1, which we then normalize
as well with tanh function. This is shown below:

Acha = tanh(C1×1(AvgPool2d(Xl||Xh))) (3)

We obtain the new low-level features by applying each at-
tention map independently with a residual connection and
then fusing both via addition. To refine the high-level fea-
tures, we can simply down-sample the processed low-level
features such that the spatial dimensions match and apply
a 1 × 1 convolution to match the channel dimensions. We
then add them to the original high-level features. These can
be considered as bottom-up connections from low-to-high.
Both are shown below:

Xl = (1 +Aspa) ∗Xl + (1 +Acha) ∗Xl (4)
Xh = Xh + C1×1(Xl) (5)

Here we explain the intuition behind this design. In
the top-down gating module, we fuse low-level and high-
level information to obtain both spatial and channel atten-
tion maps. The spatial attention guides the low-level fea-
tures to focus on important regions in the scene while the
channel attention aids the low-level features to focus on spe-
cific low-level attributes (e.g. texture and edge patterns)
that greater correspond with high-level semantic informa-
tion. Finally, the addition of the refined low-level features
to the high-level information enables the high-level features
to contain more fine-grained details and other structural in-
formation.

3.2.2 Cross-QKV Attention Layer

In order to maximize the effectiveness of our top-down gat-
ing module, we carefully design the structure of the adap-
tive gated attention block. The key intuitions behind our
approach is that the queries, keys, and values capture di-
verse contextual information at each attention layer and
more specifically that the queries, keys, and values at higher
layers can guide the generation of those at lower layers. We
discuss the details of this block below.

Given a pair of intermediate features extracted at each
stage of the bottom-up network, (Xi, Xj), we compute
query, key, and value features with the standard linear em-
bedding function: (Qi,Ki, Vi) and (Qj ,Kj , Vj). Deciding
how to pair the low-level and high-level features is non-
trivial. It is fairly straightforward to gate the low-level
keys and values with the corresponding high-level features.
However, it may not be effective to apply such an approach
for the query features since the query features at each layer
may not necessarily focus on relevant information. Instead,
we utilize the high-level values to guide lower-level queries.
Intuitively, this can be seen as using what the network has
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Figure 1. Adaptive Gating Attention Block Architecture. For any given backbone architecture, we extract intermediate features at each
scale and feed them to the adaptive gating attention block to propagate top-down and bottom-up connections.

already selected to be most relevant to constrain the query
features. An important caveat is that while there are top-
down and bottom-up interactions for the key and value fea-
tures, we only apply top-down connections for the query
features. Furthermore, we order the gating such that the
values are refined before they are used to modulate the low-
level queries. For a four-stage network, we apply this gating
mechanism across each pair of intermediate features and
then add the refined features for each pair. This is shown
below (TDGM is the top-down gating module):

Qi =

n stages∑
j>i

TDGM(Qi, Vj) (6)

Ki =

n stages∑
j>i

TDGM(Ki,Kj) (7)

Vi =

n stages∑
j>i

TDGM(Vi, Vj) (8)

The modulated query, key, and value features are then
fed into a Transformer layer to extract more relevant con-
textual information. Specifically, we utilize the spatial-
reduction attention layer utilized in the PvT-v2 back-
bone [42] with one modification. This module reduces the
computational burden of self-attention by down-sampling

the features to a fixed size prior to computing the keys
and values. Such a design however would impede the ef-
fectiveness of our gating mechanism as there would only
be a single-scale representation of the key and value fea-
tures. Therefore, we simply switch the order of the down-
sampling and key/value embedding, so that we first com-
pute the key and value features first. We next apply the top-
down gating module as described earlier and then perform
the down-sampling.

Our Cross-QKV Attention Layer shares similarities to
a variant of the Parallel Block [44] (direct cross-layer at-
tention) with several important distinctions. While both
approaches rely on the expressivity of the query, key, and
value features, our proposed module utilizes gating to fuse
the corresponding features across different scales rather
than using the corresponding features directly. Addition-
ally, we explicitly use high-level features to gate the query
features at each scale to ensure that the network focuses on
relevant regions and low-level semantics at each scale.

3.3. Model Architecture

We demonstrate the effectiveness of our Adaptive Gat-
ing Attention Block by integrating it with the PvT-v2 back-
bone. Please refer to [41, 42] for more details regarding the
backbone architecture. For consistency, we make the same
modification detailed earlier to the backbone and compute
the key/value embedding prior to down-sampling. Prelimi-
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Method #Param (M) GFLOPs Top-1 Acc (%)

PVTv2-B0 [42] 3.7 0.6 71.7
PVTv2-B0-Gated-Only (ours) 4.1 0.6 72.2
PVTv2-B0-Gated-Light (ours) 5.6 0.8 74.3
PVTv2-B0-Gated (ours) 6.0 1.2 74.3
ResNet18 [14] 11.7 1.8 69.8
DeiT-Tiny/16 [39] 5.7 1.3 72.2
PVTv1-Tiny [41] 13.2 1.9 75.1
PVTv2-B1 [42] 13.1 2.1 78.7

Table 1. Image Classification on ImageNet Validation Set. Our
method shows competitive performance compared to the PvT-v2
model without significantly increasing the number of parameters
and FLOPs.

nary experiments show that this doesn’t significantly impact
performance.

3.3.1 Model variants

In order to better understand the key components of our
Adaptive Gating Block, we design two variant architectures.
The first design consists of only the top-down gating mod-
ule and applies it to the intermediate features directly as
modulation rather than the query/key/value features. Fur-
thermore, it does not rely on an additional Transformer layer
for processing. We call this variant Gated-Only. With our
second variant, we aim to identify which top-down con-
nections are most crucial. Thus, we limit the propagation
of top-down connections to only occur between the query
and value features from the second, third, and fourth stages.
We call this variant Gated-Light. We choose to only fo-
cus on gating the query features since these would likely
have the most variance across different layers. Thus, gating
the query features with the values would help ensure that
the network only queries the relevant spatial and feature in-
formation. We examine the effectiveness of our model and
these variants in the next section.

4. Experiments

4.1. Experimental Setup

Image Classification: We use ImageNet [7] for our ex-
periments. This benchmark consists of 1.3M images for
training and 50K images for validation spanning 1000 ob-
ject classes. We follow the same training paradigm as [42].
Specifically, we apply the following data augmentations:
random erasing [50], random horizontal flipping [36], ran-
dom cropping, label-smoothing [37], Cutmix [46], and
mixup [48]. We use the AdamW [26] optimizer and set the
momentum to 0.9, the batch-size to 128, and weight-decay
to 5× 10−2. We use an initial learning rate of 1× 10−3 and
use cosine scheduling [25]. We train all models using 4×
V100 GPUs for 300 epochs.

4.2. Experimental Results

Our image classification results are displayed in Tab. 1.
We compare our model with the baseline PvT-v2 model for
the B0 scale (refer to [42] for more details). We use the pub-
licly available repository and train the baseline models as
well. We find that the addition of one gating block improves
accuracy by 2.6% with a negligible increase in parameters
and FLOPs. Surprisingly, we also see that we can retain
this performance when we constrain our Top-Down Gat-
ing Module to only focus on the query features for certain
scales. Furthermore, if we completely remove the Cross-
QKV Attention Layer and use the Top-Down Gating Mod-
ule directly, the performance still is superior to that of the
baseline with less than 1M parameters added.

4.2.1 Top-Down Gating Module Comparison

In order to investigate the efficacy of our Top-Down Gating
Mechanism, we compare its performance to several com-
petitive baselines. The results are shown in Tab. 2. We first
examine the potential improvement of just adding an ex-
tra Transformer layer for each scale’s intermediate features.
Next, we integrate the proposed Parallel Block from [44]
and examine the gains in accuracy. We first confirm that
the inclusion of the gating mechanism is crucial for perfor-
mance as the one Gated-Only block outperforms even two
Parallel Attention blocks. When comparing to the Parallel
Block, we see that while our models outperform a single
Parallel Block, they are not as competitive against two Par-
allel Blocks.

Table 2. Effectiveness of Top-Down Gating Module. All exper-
iments are performed with the PvT-v2-B0 architecture using the
ImageNet-1K validation set.

Model #Params Input #GFLOPs Top-1 Acc.

PvT-v2 (base) 3.7M 2242 0.6 71.7%
PvT-v2 w/ Attention Block

- Parallel Attention 5.4M 2242 0.6 72.0%
- Parallel Attention (2) 6.8M 2242 1.1 72.0%
- Parallel Block 5.4M 2242 0.6 71.5%
- Parallel Block (2) 7.0M 2242 1.1 75.8%
- Gated-Only 4.1M 2242 0.6 72.2%
- Gated-Light 5.6M 2242 0.8 74.3%
- Gated 6.0M 2242 1.2 74.3%

5. Conclusions and Future Work

In this work, we take inspiration from the human vi-
sual system to design a general framework for integrating
top-down connections in Vision Transformers. Namely, we
introduce the Adaptive Gated Attention Block with a Top-
Down Gating Module and a Cross-QKV Attention layer.
We apply this framework for the PvT-v2 backbone and
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showcase promising results on the competitive ImageNet
benchmark. Future work would aim to apply this block to
larger models and other Vision Transformer backbones to
demonstrate its general effectiveness. Additionally, more
experiments need to be done to determine whether our mod-
ule’s performance gains can be realized on popular down-
stream tasks such as object detection and semantic segmen-
tation.
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[19] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick
Haffner. Gradient-based learning applied to document recog-
nition. Proceedings of the IEEE, 86(11):2278–2324, 1998.
2

[20] Nannan Li, Yaran Chen, Weifan Li, Zixiang Ding, and Dong-
bin Zhao. Bvit: Broad attention based vision transformer.
arXiv preprint arXiv:2202.06268, 2022. 1, 2

[21] Tsung-Yi Lin, Piotr Dollar, Ross Girshick, Kaiming He,
Bharath Hariharan, and Serge Belongie. Feature pyramid
networks for object detection. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), July 2017. 2

[22] Grace W Lindsay. Attention in psychology, neuroscience,
and machine learning. Frontiers in computational neuro-
science, page 29, 2020. 1

[23] Grace W Lindsay, Daniel B Rubin, and Kenneth D Miller.
A simple circuit model of visual cortex explains neural and
behavioral aspects of attention. bioRxiv, page 875534, 2019.
1

[24] Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng
Zhang, Stephen Lin, and Baining Guo. Swin transformer:
Hierarchical vision transformer using shifted windows. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 10012–10022, 2021. 2

[25] Ilya Loshchilov and Frank Hutter. Sgdr: Stochas-
tic gradient descent with warm restarts. arXiv preprint
arXiv:1608.03983, 2016. 5

[26] Ilya Loshchilov and Frank Hutter. Decoupled weight decay
regularization. arXiv preprint arXiv:1711.05101, 2017. 5

6



[27] Behrad Noudoost, Mindy H Chang, Nicholas A Steinmetz,
and Tirin Moore. Top-down control of visual attention. Cur-
rent opinion in neurobiology, 20(2):183–190, 2010. 1

[28] Bo Pang, Yizhuo Li, Jiefeng Li, Muchen Li, Hanwen Cao,
and Cewu Lu. Tdaf: Top-down attention framework for vi-
sion tasks. In AAAI, 2021. 1, 2

[29] Pedro O Pinheiro, Tsung-Yi Lin, Ronan Collobert, and Piotr
Dollár. Learning to refine object segments. In European
conference on computer vision, pages 75–91. Springer, 2016.
1, 2

[30] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun.
Faster r-cnn: Towards real-time object detection with region
proposal networks. Advances in neural information process-
ing systems, 28, 2015. 2

[31] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-
net: Convolutional networks for biomedical image segmen-
tation. In International Conference on Medical image com-
puting and computer-assisted intervention, pages 234–241.
Springer, 2015. 2

[32] Deepak Babu Sam and R Venkatesh Babu. Top-down feed-
back for crowd counting convolutional neural network. In
Thirty-second AAAI conference on artificial intelligence,
2018. 1, 2

[33] Abhinav Shrivastava and Abhinav Gupta. Contextual prim-
ing and feedback for faster r-cnn. In European conference
on computer vision, pages 330–348. Springer, 2016. 1

[34] Abhinav Shrivastava, Rahul Sukthankar, Jitendra Malik, and
Abhinav Gupta. Beyond skip connections: Top-down modu-
lation for object detection. arXiv preprint arXiv:1612.06851,
2016. 1, 2

[35] Karen Simonyan and Andrew Zisserman. Very deep convo-
lutional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014. 2

[36] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet,
Scott Reed, Dragomir Anguelov, Dumitru Erhan, Vincent
Vanhoucke, and Andrew Rabinovich. Going deeper with
convolutions. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 1–9, 2015.
5

[37] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon
Shlens, and Zbigniew Wojna. Rethinking the inception archi-
tecture for computer vision. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
2818–2826, 2016. 5

[38] Towaki Takikawa, David Acuna, Varun Jampani, and Sanja
Fidler. Gated-scnn: Gated shape cnns for semantic segmen-
tation. In Proceedings of the IEEE/CVF international con-
ference on computer vision, pages 5229–5238, 2019. 1, 2,
3

[39] Hugo Touvron, Matthieu Cord, Matthijs Douze, Francisco
Massa, Alexandre Sablayrolles, and Herve Jegou. Training
data-efficient image transformers amp; distillation through
attention. In International Conference on Machine Learning,
volume 139, pages 10347–10357, July 2021. 1, 2, 5

[40] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia
Polosukhin. Attention is all you need. Advances in neural
information processing systems, 30, 2017. 1, 3

[41] Wenhai Wang, Enze Xie, Xiang Li, Deng-Ping Fan, Kaitao
Song, Ding Liang, Tong Lu, Ping Luo, and Ling Shao.
Pyramid vision transformer: A versatile backbone for dense
prediction without convolutions. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 568–578, 2021. 1, 2, 4, 5

[42] Wenhai Wang, Enze Xie, Xiang Li, Deng-Ping Fan, Kaitao
Song, Ding Liang, Tong Lu, Ping Luo, and Ling Shao. Pvt
v2: Improved baselines with pyramid vision transformer.
Computational Visual Media, pages 1–10, 2022. 1, 2, 4, 5

[43] Haiping Wu, Bin Xiao, Noel Codella, Mengchen Liu,
Xiyang Dai, Lu Yuan, and Lei Zhang. Cvt: Introducing
convolutions to vision transformers. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 22–31, 2021. 1, 2

[44] Weijian Xu, Yifan Xu, Tyler Chang, and Zhuowen Tu. Co-
scale conv-attentional image transformers. In Proceedings
of the IEEE/CVF International Conference on Computer Vi-
sion, pages 9981–9990, 2021. 1, 2, 4, 5

[45] Li Yuan, Yunpeng Chen, Tao Wang, Weihao Yu, Yujun Shi,
Zi-Hang Jiang, Francis EH Tay, Jiashi Feng, and Shuicheng
Yan. Tokens-to-token vit: Training vision transformers from
scratch on imagenet. In Proceedings of the IEEE/CVF In-
ternational Conference on Computer Vision, pages 558–567,
2021. 1

[46] Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk
Chun, Junsuk Choe, and Youngjoon Yoo. Cutmix: Regu-
larization strategy to train strong classifiers with localizable
features. In Proceedings of the IEEE/CVF international con-
ference on computer vision, pages 6023–6032, 2019. 5

[47] Theodore P Zanto, Michael T Rubens, Jacob Bollinger, and
Adam Gazzaley. Top-down modulation of visual feature pro-
cessing: the role of the inferior frontal junction. Neuroimage,
53(2):736–745, 2010. 1

[48] Hongyi Zhang, Moustapha Cisse, Yann N Dauphin, and
David Lopez-Paz. mixup: Beyond empirical risk minimiza-
tion. arXiv preprint arXiv:1710.09412, 2017. 5

[49] Qinglong Zhang and Yu-Bin Yang. Rest: An efficient trans-
former for visual recognition. Advances in Neural Informa-
tion Processing Systems, 34, 2021. 1, 2

[50] Zhun Zhong, Liang Zheng, Guoliang Kang, Shaozi Li, and
Yi Yang. Random erasing data augmentation. In Proceedings
of the AAAI conference on artificial intelligence, volume 34,
pages 13001–13008, 2020. 5

7


	. Introduction
	. Related works
	. Vision Transformers
	. Top-Down Attention

	. Method
	. Self-Attention Revisited
	. Adaptive Gated Attention Block
	Top-Down Gating Module
	Cross-QKV Attention Layer

	. Model Architecture
	Model variants


	. Experiments
	. Experimental Setup
	. Experimental Results
	Top-Down Gating Module Comparison


	. Conclusions and Future Work

